
Computing log likelihood of the test data point for novelty test

Since matrix U is unitary:

Data point representation with respect to local coordinates that define the tangent 
space, and its orthogonal complement

Linearization

SVD decomposition

Jacobi matrix: Tangent space:
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Our Approach

Training Data

Problem: identifying whethera new data point is consideredto be an inlier or an outlier, assumingthat

trainingdatais availableto describeonly theinlier distribution.

Why: Froma statisticalpoint of view this processusuallyoccurswhile prior knowledgeof thedistributionof

inliers is theonly informationavailable. Outliersareoftenvery rare,or evendangerousto experience(e.g., in

industryprocessfault detection),andthereis a needto rely only on inlier trainingdata.

How: By learning the probability distribution of the inliers, adversarialautoencoders,and learning the

parameterizedmanifoldshapingtheinlier distribution.

üStatisticalmethods. Model distribution of inliers, outliers are identified as thosehaving low

probabilityunderthelearnedmodel.

üDistancebasedoutlier detectionmethods. Identify outliers by their distanceto neighboring

examples.

üDeeplearningbasedapproaches:

Ç Reconstructionerrorbasedmethodswith encoder-decoderarchitectures.

Ç Inputperturbation+ maxsoftmaxscorethresholding.

Training: Testing:

Inlier or outlier ?

Model

defines

at every

The novelty test is designed to assert whether data point was sampled from the model.

Given point:

can be projected onto:

PDF describing r.v.

PDF describing r.v.

Coordinates      
which are parallel to 

Coordinates      
which are orthogonal to Independent

Assumption:

Novelty detection test:

Neighborhood parameterization

PDF describing r.v. since V is unitary:

is linearization independent and can be 
learned offline from training data. Using adversarial 
autoencoders it is possible to  force components of z 
to be i.i.d. variables with distribution close to normal. 
Thus PDF can be learned by fitting generalized 
Gaussian distribution.
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Distribution                                 can be learned offline by hystogramming
the norms.
Since we have already made an assumption, that
in order to save computational resources, we may approximate             
as: 

which eliminates need to perform full SVD

How to compute                        and                         ?

Architecture of the network for manifold learning. It is based on training an
AdversarialAutoenconder(AAE)it has an additional adversarialcomponent to
improvegenerativecapabilitiesof decodedimagesanda better manifold
learning.

The mappings and represent and are modeled by an encoder network, and a 
decoder network, respectively.

Discriminator

Encourages encoder to produce a 
latent representation of normal 
distribution  and with components 
been independent random variables

Discriminators

Discriminator

Encourages decoder to produce close 
to real data from a vector sampled 
from normal distribution.

Objective

Adversarial loss for matching the
distribution of the latent spacewith
the prior distribution

Adversarial loss for matching the
distribution of the decoded images
from z and the known, training data
distribution

Reconstructionloss

Adversarial losses:

Autoencoder loss:

1. Maximize                by updating weights of
2. Minimize                by updating weights of
3. Maximize              by updating weights of
4. Minimize              and                 by updating weights of   and

Full objective

Results on MNIST dataset

Ablation study. Comparison on
MNIST of the model components of GPND.

F1 scores on MNIST [37]. Inliers are taken to be images of 
one category, and outliers are randomly chosen from other 
categories.

Results on Fashion-MNIST

Results on Coil-100. Inliers are taken to be images of one, four, or seven randomly chosen
categories, and outliers are randomly chosen from other categories (at most one from each category).

Comparison with ODIN. " indicates larger value is better, and # indicates lower value is better.

Comparison with baselines. All values are percentages. Up-arrow indicates larger 
value is better, and down-arrow indicates lower value is better.

Training Phase Network parameters:

Testing Phase

Alternate update steps:

Computing the Tangent and Orthogonal Marginals

Learned by fitting 
generalized
normal distribution

Learned by  
histogramming

Results on COIL-100 dataset


