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trainingdatais availableto describeonly theinlier distribution

\parameterizednanifold shapingtheinlier distribution

/Problem: identifying whethera new data point is consideredto be an inlier or an outlier, assumingthat\

Why: From a statisticalpoint of view this procesausuallyoccurswhile prior knowledgeof the distribution of
inliersis the only informationavailable Outliersareoftenvery rare,or evendangerouso experiencee.g., in
industryprocesdault detection) andthereis a needto rely only oninlier trainingdata

How: By learning the probability distribution of the inliers, adversarialautoencodersand learning the
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SVD decomposition

\

/

Training:

Testing:

Inlier or outlier ?

probabilityunderthelearnedmodel

examples
U Deeplearningbasedapproaches

\ C Inputperturbationt maxsoftmaxscorethresholding

U Statisticalmethods Model distribution of inliers, outliers are identified as those having low

U Distancebasedoutlier detection methods Identify outliers by their distanceto neighboring

C Reconstructiorrrorbasednethodswith encoderdecodeiarchitectures

~

/

Training Data

Model

defines

at every

. OuAppoach

Given point:

Thenovelty testis designed to assert whethdata pointwas sampled from thenodel.

can be projected onto:

Linearization

Jacobi matrix:

Tangent space:

Data point representation with respect to local coordinates that define the tangent
space, and its orthogonal complement

PDF describingv.

Since matrix U Is unitary:

PDF describingv.

Assumption:

Coordinates
which are parallel to Independent

Coordinates
which are orthogonal to

Novelty detection test:

| Computing the Tangent and Orthogonal Marginals

How to compute

and

Neighborhood parameterization

PDF describingy. since V is unitary:

IS linearization independent and can be

learned offline from training data. Using adversarial

autoencoders it is possible to force components of z

to bel.l.d. variables with distribution close to normal.

Thus PDF can be learned by fitting generalized
Gaussian distribution.
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Distribution
the norms.
Since we have alreadgade an assumptigrthat

In order to save computational resources, we may approximate
as:

which eliminates need to perform full SVD

can be learned offlingsbggramming
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Computing lodikelihood of the test data point for novelty test
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Learned by fitting
generalized
normal distributian

Learnedby

histogramming
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. Manifodieaming
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Architecture of the network for manifold learning It is based on training an
AdversarialAutoenconder(AAE)it has an additional adversarialcomponent to
Improvegenerativecapabilitiesof decodedimagesand a better manifold
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decoder network, respectively.

The mappings and represent and are modeled by an encoder network, and a

Discriminators

Discriminator
Encourages encoder to produce a
latent representation of normal
distribution and with components

Discriminator
Encourages decoder to produce clos
to real data from a vector sampled
from normal distribution.
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Results on MNIST dataset

F1 scores on MNIST [37]. Inliers are taken to be images of
one category, and outliers are randomly chosen from other
categories.

Results on FashieMINIST

% of outliers 10 20 30 40 50
F1 0.968 0.945 0.917 0.891 0.864
AUC 0.928 0.932 0.933 0.933 0.933

Results on Ceil00. Inliers are taken to be images of one, four, or seven randomly chosen
categories, and outliers are randomly chosen from other categories (at most one from each category).

Comparison with ODIN. " indicates larger value is better, and # indicates lower value is better.

Ablation study. Comparison on
MNIST of the model components of GPND.
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Results orCOIE100dataset

been independent random variables

Objective

/ | \

Reconstructiorioss Adversarial loss for matching the
distribution of the latent spacewith

W E ]u the prior distribution

Adversarial loss for matching the
distribution of the decodedimages
from z and the known, training data
distribution

Adversarial losses:

Autoencoder loss:

Alternate update steps:

1. Maximize by updating weights of
2. Minimize by updating weights of
3. Maximize by updating weights of
4. Minimize and lippdating weights of  and

Full objective

Outlier dataset FPR(95%TPR), Detection| AUROCT AUPR in?T AUPR outt
ODIN-WRN-28-10 / ODIN-Dense-BC / GPND
TinyImageNet (crop) 23.4/4.3/29.1 14.2/4.7/15.7 94.2/99.1/90.1 92.8/99.1/84.1 04.7/99.1/99.5
TinyImageNet (resize) 25.5/7.5/11.8 15.2/6.3/8.3 02.1/98.5/96.5 89.0/98.6/95.0 93.6/98.5/99.8
CIFAR-10 LSUN (resize) 17.6/3.8/4.9 11.3/4.4/4.9 05.4/99.2/98.7 03.8/99.3/98 .4 96.1/99.2/99.7
iSUN 21.3/6.3/11.0 13.2/5.7/7.8 03.7/98.8/96.9 01.2/98.9/96.1 04.9/98.8/99.7
Uniform 0.0/0.0/0.0 2.5/2.5/0.1 100.0/99.9/99.9 100.0/100.0/100.0  100.0/99.9/99.5
Gaussian 0.0/0.0/0.0 2.5/2.5/0.0 100.0/100.0/100.0  100.0/100.0/100.0  100.0/100.0/99.8
TinyImageNet (crop) 43.9/17.3/33.2 24.4/11.2/17.2 90.8/97.1/89.1 91.4/97.4/83.8 90.0/96.8/98.7
TinyImageNet (resize) 55.9/44.3/15.0 30.4/24.6/9.5 84.0/90.7/95.9 82.8/91.4/94.6 84.4/90.1/99.4
LSUN (resize) 56.5/44.0/6.8 30.8/24.5/5.8 86.0/91.5/98.3 86.2/92.4/98.0 84.9/90.6/99.6
CIFAR-100  iSUN 57.3/49.5/14.3 31.1/27.2/9.3 85.6/90.1/96.2 85.9/91.1/95.6 84.8/88.9/99.3
Uniform 0.1/0.5/0.0 2.5/2.8/0.0 99.1/99.5/100.0 99.4/99.6/100.0 97.5/99.0/99.7
Gaussian 1.0/0.2/0.0 3.0/2.6/0.0 98.5/99.6/100.0 99.1/99.7/100.0 95.9/99.1/100.0

Comparison with baselines. All values are percentagesirtdpv indicates larger 14

value is better, and dowarrow indicates lower value is better. \
0% 20% 30% 40% 5S0% 10% 20% 30% 40% 50% 10% 20% 30% 40% 50% 951
F11 AUROCT FPR(95%TPR).| 901
GPND 982 971 961 950 939 981 980 98.0 98.0 980 8.1 9.1 8.7 8.8 8.9
AE 848 796 795 776 756 934 938 934 929 928 243 246 247 239 237
P-VAE 976 958 942 924 905 952 957 956 958 959 188 180 174 173 170 o 857
P-AAE 973 955 940 920 902 952 956 953 952 953 20.7 19.3 190 189 18.6
Detection error) AUPR int AUPR outT 801 GPND
GPND 54 5.8 5.8 5.9 6.0 99.7 994 99.1 98.6 98.0 863 922 950 965 975 AE
AE 114 114 116 120 122 989 978 958 932 900 78.0 860 897 920 940 75 - P.VAE
P-VAE 9.8 9.7 9.7 9.7 9.5 99.3 987 978 967 956 81.7 892 925 946 963
P-AAE 94 93 95 98 98 992 986 974 960 943 793 877 915 937 954 — P-AAE
70
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% of outliers




